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Abstract: 

This document presents a formulation of the generalized real-time network monitoring 
problem, by identifying the different indicators which are of interest for the water util-
ity companies, in order to have a global picture of the network state and provide im-
portant information for reacting as soon as possible to abnormal situations such as 
leakage and water quality events. In specific, the main objectives of the real-time mon-
itoring systems are to: a) monitor the condition of the water network, b) detect and 

isolate leakages, c) detect and isolate contamination events, where by isolation we 
refer to the process of identifying the location and severity of the leakage and contam-
ination events.  

This document describes the architecture used for achieving the objectives, the as-
sumptions, the inputs as well as the outputs of each function required in this architec-
ture. Additionally, the connection of the Network Monitoring System with the Real-
Time Operational Control (WP2) and the Demand Forecasting/Management (WP4) is 

also described. 
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1 Introduction 

The objective of a real-time drinking water distribution network monitoring system is 
to analyze data acquired from a large number of hydraulic and quality sensors and 
ŘŜǘŜǊƳƛƴŜ ǘƘŜ ǎȅǎǘŜƳΩǎ ŎƻƴŘƛǘƛƻƴΦ .ŀǎŜŘ ƻƴ ǘƘŜ ǎŜƴǎƻǊ ƳŜŀǎǳǊŜƳŜƴǘǎΣ ŘŜƳŀƴŘ ŦƻǊe-
casting and control actions, the system can determine whether water is wasted due to 
leakages and whether the quality of the delivered water is of appropriate quality.  

 

Figure 1. Real-time monitoring system architecture 

 

The overall system architecture is shown in Figure 1. The arrows in the links indicate 
the information flow between the various modules. The entire water distribution sys-
tem is monitored using a number of sensors, such as flow and pressure sensors at Dis-
trict Metered Areas (DMA), Automatic Meter Reading (AMR) at consumer sites, water 
quality sensors at different locations in the network (e.g. Turbidity, Total Organic Car-

bon (TOC), Chlorine, pH, Temperature), water level sensors in tanks. The system is con-
trolled using actuators, such as pumps and valves. In addition to the automated sensor 
readings, consumer complaints are monitored for detecting problems in water quality 
and leakages. Furthermore, for more accuracy in water quality monitoring, manual 
sampling and laboratory chemical analysis are frequently conducted at various loca-
tions in the network. All the data recorded during the operation of a water distribution 
system, constitute the System Outputs. Through the SCADA system, the raw data are 
stored in a SCADA Database.  

Due to various technical reasons, errors may be present in these data, such as outliers 
and missing data. For this reason, the Sensor Data Validation and Reconstruction 
Module utilizes intelligent data processing on the raw data to guarantee that these are 
free of sensor faults and other errors. The validated and reconstructed data are then 
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stored in a database referred to as the Validated Database. This database contains all 
periodic measurement data that are expected to be free of known faults.  

In the real-time monitoring system, all modules have bidirectional communication with 
the Validated Database, to get validated data, apply the module algorithms and store 
the output results. In this sense, the database enables the communication between 
the different modules. Furthermore, the User Interface module reads the information 
from the database to provide an accurate estimate of the system status to the network 
operator. In addition, to the Validated Database, a Parameters Database is utilized 
that stores the various models and the system parameters, as well as the parameters 
that are used by the different modules. Example parameters include the network to-
pology, location and specifications of sensors and actuators etc. In specific, it is im-
portant to have an up-to-date and reliable hydraulic model (Parameter Database) of 

the DMAs and certain operator procedures should be enabled in order to guarantee 
that a model is updated when changes in the DMA network have been carried out. 

 The Leakage and Contamination Detection and Isolation Modules communicate with 
the database to get all periodic sensor measurements together with control actions 
and water demand forecasts in order to compute their alarm outputs, which are in 
turn forwarded to the user interface and are also stored in the database. 

The Demand Forecasting Module uses the recorded hydraulic data and other relevant 
information to achieve short-term demand forecasting, which is then stored in the 
database. The Real-time Control Module uses the demand forecasting data and other 
parameters to compute the control outputs (control actions), which are also stored in 
the database. This module will be designed and developed as part of WP2, where fur-
ther information regarding the inputs, the outputs, as well as the feedback algorithms, 

will be provided. These modules, even though they are not directly related with the 
network monitoring, have been included into this report for completeness. New re-

search results and additional information, as well as more in-depth analysis of these 
methods will be provided in the deliverable reports planned in a later stage of the pro-

ject. Results on demand forecasting will be presented in Deliverable 4.2, and on the  
real-time control in Deliverables 2.1 and 2.2 

This report is organized as follows: In Section 2, the Inputs and Outputs of each Mod-

ule of the Real-Time Network Monitoring are formulated. In Section 3, the monitoring 
systems currently utilized by the water utilities of Barcelona and Limassol are de-

scribed. Appendix A provides a summary of the real-time network monitoring problem 
formulation, and finally, Appendices A and B describe the sensor placement problems 

of hydraulic and quality sensors respectively, for efficient monitoring.  
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2 Inputs and Outputs 

2.1 Data Validation and Reconstruction  

A methodology will be applied to all raw data of the water network telemetry system 
in order to check their consistency using spatial-temporal models (time series and 
mass balance) of the network. Wrong or missing data will be removed and recon-
structed by estimated data using models and the filtered data will be stored in the Val-
idated Database.  

 

 

 

 

 

 

 

Figure 2: The proposed methodology 

 

The validation of the raw data will be based on the Spanish norm (AENOR-UNE norm 
500540). The methodology consists in associating each data a quality level. The quality 
levels are assigned according to the number of test that have passed as represented in 
Figure 3.  

 

Figure 3: Test for validation of flow meters' raw data 

An explanation of each level is: 

¶ Level 0: the Communications level takes into account whether the data is recorded 

or not, considering that the supervised system is expected to collect data at a fixed 

sampling time (problems in the sensor or in the communication system). 

Step 1. Application of several tests to vali-
date the raw data of sensors 

Step 2. Reconstruction of the wrong data 
based on model estimations 
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¶ Level 1: The Bounds level checks that the data are inside the physical range. For 

example, the maximum values expected of the flow meters will be determined by a 

simple analysis of the flow capacity of the pipes.  

¶ Level 2: The Trend level will take into account the data rate of change . For exam-

ple, the data of the level sensors in a tank cannot change more than a few centime-

tres per minute in a real tank.  

¶ Level 3: The Models level uses three parallel models: 

o Local station related variables model: the local station model supervises 

the possible correlation existing between the different variables in the 

same local station (i.e. flow and the opening valve command in the same 

pipe or pump element). 

o Time series model: This model takes into account the time series of the da-

ta of each variable. For example, analyzing the historic data of the flows in a 

pipe, a time series model can be derived and the output of the model is 

used to compare and to validate the recorded data.  

o Spatial model: the spatial model checks the correlation models between 

historical data of the same sensors located in different but near places, in 

the same piece of the network.  

Once the data have passed all the test-levels, if data misbehaviour is detected, the 
next step is to isolate the error combining the previous tests. For instance, if the three 

tests detect misbehaviour in a set of two flow meters, the system analyses the histori-
cal data and other features of both flow meters to isolate the origin of the problem. 

Finally, the proposed method includes a reconstruction procedure of the erroneous 
data in order to complete the database with estimated values to replace the bad data. 
For this task, the outputs of the derived models of the level three are very useful to 
generate reconstructed data. 

When for a certain period of time, the behaviour of a sensor is stated as faulty and it is 
not possible to reconstruct the measurements, the sensor should be marked as faulty, 

and warn the other modules about the use of this non-reliable sensor. In some cases, 
the other modules may need a new configuration in order to avoid the use of those 
faulty sensors.  

The following data are needed from the Parameter Database:  

¶ The set of hydraulic and qualitative water distribution models of each DMA. 

These models allow obtaining the spatial models of the valida-

tion/reconstruction data procedures.  
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The following data are needed from the SCADA Database: 

¶ The set of raw data stored in the SCADA from all the sensors of the network 

(flow meters, pressure meters, level meters, state of the pumps, valves) each 

10 min, 1hour and 1 day.  

The following data are stored into the Validated Database: 

¶ The validated and reconstructed data of all the sensors of the network will be 

stored in the Validated Database.  

¶ A file with the non-validated data and alarms will be stored in the same opera-

tional database corresponding for each day. 

 

2.2 Leakage Detection 

The Leakage Detection Module uses on-line data coming from the sensors (i.e.: pres-

sure and flow measurements) available at the inlets of every DMA and historical data 
of registered water inside the DMA which comes from billing historical data or when 

available from AMR assets monitoring certain demand nodes. These sensors provide 
measurements of the DMA inflows and also the pressure in DMA inlets. The Leakage 

Detection Module identifies those DMAs which might be affected by leakages and 
which should be analyzed in detail by the Leakage Isolation Module. Additionally, an 

estimation of the leakage size in the identified DMA would be recorded in order to 
establish more properly the settings of the leakage isolation algorithms. This additional 

information may enhance the performance of the whole leakage diagnosis process. 

It is worth pointing out that this process uses only on-line and historical flow / pressure 
data of the Validated Database: raw data may be affected by faulty events (i.e.: faults 

affecting sensors, anomalies affecting the communication level and causing missing 
data). From Parameter Database, the model of the demand labels associated with 

each DMA is required. 
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Figure 4: Information flow for the Leakage Detection Module 

 

The following data are needed from the Parameter Database:  

¶ The set of labels corresponding to each DMA must be obtained. These labels have 

to allow querying the Validated Database to obtain the online DMA in-

flow/pressure time series and also the historical data of the registered water inside 

the DMA.  

¶ Additionally, the following physical parameters from every DMA are needed: pipe 

lengths, diameters, material (roughness) and number of junctions. Mainly, this in-

formation determines the hydraulic model and its topology for every DMA. This in-

formation is quite static. Nonetheless, water networks are affected by investment / 

maintenance works which may change the corresponding hydraulic model being 

capital to enable a process to update those models. Otherwise, model-based anal-

ysis may be very inaccurate. Whenever a change in the model is detected, the 

Leakage Isolation Module should be warned and the new model provided. 

 

The following data are required from the Validated Database: 

The set of on-line time series related to inflows and inlet pressure of all DMAs and the 
historical registered water inside the DMA: 

¶ Flows and pressure at the DMA inlets (control points of each DMA) (i.e.: every 10 

min). 

¶ Registered water consumption inside the DMA using labels obtained from Parame-

ter Database. 

o Time window: it has to be decided but test so far have been done with a 

maximum window of 2 years.  
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o Registered water may be recorded in monthly or longer periods. 

The following information is presented through the User Interface: 

¶ Water leakage alarm and the identity of the suspected DMA(s). Additionally, an 

estimation of the leakage size for every targeted DMA is recorded to enhance the 

performance of the whole leakage diagnosis process.  

The following data are stored into the Leakage Isolation Module: 

¶ Estimation of the leakage size for each targeted DMA 

 

2.3 Leakage Isolation 

Leakage Isolation Module uses on-line data coming from the sensors available in the 
DMA. These sensors provide measurements of inflows and pressures at the DMA inlets 
as well as the pressure inside the DMA. Additionally, other type of measurements in-
side the DMA could also be used, when they are available, in order to enhance the 
overall performance of the Leakage Isolation Module (i.e.: demand at certain nodes 
monitored through AMR technology, flow at certain pipes). The leakage isolation pro-
cess starts when the Leakage Detection Module raises a leakage alarm event identify-
ing the DMAs which may be affected by leakages scenarios. Then, for every identified 
DMA, the Leakage Isolation Module starts a detailed analysis in order to isolate those 
leakages assuming that a single leakage scenario could not stand. Leakage Isolation 
algorithms could benefit from the fact that nodal leakage isolation may not be re-
quired: the isolation of the most probable region containing the leakage may be 
enough.  

Additionally, the sensor placement into the DMA has also meaningful influence on the 
performance of the Leakage Isolation Module: those distributions enhancing the dis-

tinguishability among leakages should be considered. Thereby, sensor placement 
might also help to deal with multiple fault scenarios.  

Another important aspect is that sensors have a limited resolution which may filter 

pressure disturbances caused by certain faults. These sensor constraints (Parameter 
Database) should be known in order to tune properly the isolation algorithm. Regard-
ing the set of all sensors, it must be taken into account that there may be a certain 
subset affected by a given fault meaning that their measurements are not available or 

cannot be used. In general, the Sensor Data Validation and Reconstruction processes 

must try to overcome these abnormal situations. When they do not succeed, the 
Leakage Isolation Module must be informed: if a DMA inlet sensor is faulty, leakage 

isolation process should not be carried out but, if just certain DMA inner sensors are 
faulty, the DMA leakage isolation model should be first updated to deal with new situ-

ation and then, the isolation process could start.  
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It is important to have a reliable estimation of the base demand and demand patterns 
(Parameter Database) of all the DMA nodes where there is consumption. This infor-
mation may be seen as static but is also affected by certain seasonality being necessary 
to be as updated as possible: certain updating processes may be necessary. 

Sensor location is not independent from the process of leakage detection and isola-
tion. The location of the sensors will influence on the information that a given method 
for leakage detection and isolation has, basically leak signatures. 

 

Figure 5: Information flow for the Leakage Isolation Module 

 

The following data are needed from the Leakage Detection Module: 

¶ The set of DMAs that have to be studied. The DMA labels have to be under-

standable for the Parameter Database and Validated Database. 

 

 

The following data are needed from the Parameter Database: 

¶ Hydraulic model of the DMA under study (i.e., EPANET, or other formats) input 

files. It includes, as shown in Figure 5 the topology and the fixed values of the net-

work (roughness, length and diameter for pipes; positions and characteristics for 

valves; demands for junctions). 

¶ Position of the existing sensors within the DMA, including their (accurate) height 

over sea level (required). Knowing the sensor resolution is also valuable in order to 

estimate those pressure disturbances that may be filtered. This aspect should be 

taken into account when building leakage isolation model in order to avoid this 

negative effect. 

¶ Pattern demands in the nodes of the studied DMA to calibrate the hydraulic model 

(required) 
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The following data are needed from the Validated Database: 

The set of time series of pressures and flows: 

¶ Pressure at the DMA inputs (control points)  

¶ Flows at the DMA inputs (control points) 

¶ Pressure inside the DMA (sensors available) 

¶ Flows inside the DMA (sensors available) 

¶ AMR data from the DMA (optional) 

¶ Time window: it has to be decided but test so far have been done with a maxi-

mum window of 2 weeks. It is supposed that these data are available on-line. 

¶ Sampling: data with the sampling of the sensors is required (i.e.: 10 min). 

The following data are stored into the Validated Database: 

¶ The nodes where every leakage has high probability to be, assuming that mul-

tiple leakages may occur. It stores a correlation for each node, those with high-

est correlation signal where the leakages seem to be. To the User Interface 

Module it sends a message (that the leakage that the Leakage Detection Mod-

ule alerted to exist) is isolated or not yet. 

The following information is presented through the User Interface:  

¶ The outputs of this module would be a graph of probabilities of leakage occur-

rence on the nodes of the studied DMA. The operator would receive this graph 

and take the proper decision.  

¶ Alarm when the hydraulic model of a given DMA is out-of-date. This alarm pre-

vents further analyses in this DMA. 

¶ Alarm when sensors of a DMA are faulty and the Data Validation and Recon-

struction Module cannot overcome this situation. When DMA inlet sensors are 

affected, leakage isolation analyses should be prevented. If just inner sensors 

are affected, leakage isolation model must be updated considering that not all 

sensors are available. 

¶ Alarm when for a given DMA, just poor or inaccurate model calibrations are ob-

tained. This alarm should prevent any further analysis. 

¶ Alarm when the Isolation Module obtains not very confident results or leakages 

cannot be isolated. 
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2.4 Contamination Detection 

Contamination detection is part of the real-time monitoring process, to be able to de-

termine as fast as possible using online quality sensors, the occurrence of a possibly 
harmful substance in the drinking water. In general, a water contamination detection 

system would be comprised of multiple stations measuring various parameters such as 
chlorine concentrations, total organic carbon, oxidation-reduction potential, pH, con-

ductivity, turbidity, temperature. This contamination detection system requires the 
development of algorithms to detect and characterize important contamination events 

while minimizing false negatives and false positives. Chlorine measurements in specific 
provide significant information regarding water quality, and its concentration is usually 

regulated using chlorine booster stations at some tank or at various locations in the 
water distribution networks. By considering knowledge of the hydraulic dynamics, it is 

possible to design contamination detection algorithms which take into account both 
hydraulic and quality states, for improved detection capabilities. Note that, typically, a 

small number of sensors will be available, and for this reason it is important to first 
solve offline the quality sensor placement problem, in order to identify the best sens-

ing locations in the network. When a contamination event is detected, an alarm is is-
sued and the Contamination Isolation Module is activated. Accommodation action 

may be decided by the operator (e.g. through the Real-time Control Module), depend-

ing on the severity of the contamination event. 

The following data are needed from the Validated Database:  

¶ Chlorine concentrations from on-line sensors and from manual sampling 

¶ Other water quality parameters from on-line sensors and from manual sam-

pling 

¶ Hydraulic measurements 

¶ Scheduled control actions 

¶ Consumption forecasting 

¶ Consumer water quality feedback 

The following data are needed from the Parameter Database: 

¶ Water distribution network hydraulic and water quality model 

¶ Contamination detection algorithm parameters 

The following information is presented through the User Interface: 

¶ Alarm: contamination event occurrence  

2.5 Contamination Isolation 

Contamination isolation is related to the real-time process of analyzing the available 

information after a contamination alarm has been triggered by the Contamination 

Detection Module, in order to identify certain characteristics of the contamination 
event such as the possible source area and the contamination extend. Contamination 

isolation is a dynamic process which needs to take into account on-line measurements, 
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as well as measurements from other sources such as consumer complaints and manual 
sampling analysis. A decision support tool can provide assistance to the operator to 
help determine where water samples should be taken, in order to evaluate as fast as 
possible and with the smallest impact, the severity of the contamination event. The 
Contamination Isolation Module will communicate through the User Interface Mod-
ule to provide all the relevant information to the Operator for decision support.  

The following data are needed from the Validated Database: 

¶ Chlorine concentrations from on-line sensors and from manual sampling 

¶ Water quality parameters from on-line sensors and from manual sampling 

¶ Hydraulic measurements 

¶ Scheduled control actions 

¶ Consumption forecasting 

¶ Consumer water quality feedback 

The following data are needed from the Parameter Database: 

¶ Water distribution network hydraulic and water quality model 

¶ Contamination isolation algorithm parameters 

¶ Contaminant profiles and dynamics 

The following information is presented through the User Interface: 

¶ Possible contamination source area 

¶ Estimation of possible impact risk  

¶ Interactive decision support tool for isolation, e.g. indicating to the operator 

which valves to open/close 

¶ Affected areas 

2.6 Demand Forecasting1 

Demand forecasting for the purpose of real-time monitoring requires a detailed 
ƪƴƻǿƭŜŘƎŜ ƻŦ ǘƘŜ ǎŜŎǘƻǊΩǎ ƘƻǳǊƭȅ ŎƻƴǎǳƳǇǘƛƻƴ ǇŀǘǘŜǊƴǎΣ ŀǎ ǿŜƭƭ ŀǎ ŀƴ ŜǎǘƛƳŀǘŜ ƻŦ ǘƘŜ 
total daily demand. Total daily demand forecasts for a sector can usually be modelled 
by analyzing the flow-meter information of total daily water supply to that sector (or 
DMA). The hourly demand of the complete sector may be obtained by using average 
consumption patterns for specific classes of days (workdays, Saturdays, Sundays, bank 
holidays) and periods (winter, summer, August, Easter, etc.).  

The estimated hourly demand for each node inside the sector must be obtained by 
distributing the total sector hourly demand among all the nodes in the sector accord-

                                                 

1
 The section of Demand Forecasting has been included in this Deliverable for completeness as 

it is linked with modules related with network monitoring. An in-depth analysis of the Demand 

Forecasting module will be presented in  Deliverable 4.2. 
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ing to the estimated demand patterns of each node. Estimations of these specific de-
mand patterns may be obtained from billing, but it is expected that automatic meter 
reading (AMR) of an important portion of the network may contribute to achieving 
better nodal demand estimates. 

The following data are needed from the Parameter Database:  

¶ Parameters for sector demand model 

¶ ¢ƻŘŀȅΩǎ ǎŜŎǘƻǊ ŘŜƳŀƴŘ ǇŀǘǘŜǊƴ 

¶ ¢ƻŘŀȅΩǎ ƴƻŘŀƭ ŘŜƳŀƴŘ ǇŀǘǘŜǊƴǎ 

¶ /ƭŀǎǎƛŦƛŎŀǘƛƻƴ ƻŦ ǘƘŜ ǎŜŎǘƻǊΩǎ ƴƻŘŜǎ ƛƴǘƻ ŎƭŀǎǎŜǎ ƻŦ ƴƻŘŀƭ ŘŜƳŀƴŘ ǇŀǘǘŜǊƴǎ 

The following data are needed from the Validated Database: 

¶ Latest 14 daily total sector supply flow readings 

¶ Latest 24-hour AMR readings of the sector 

The following data are stored into the Validated Database: 

¶ The daily and hourly demand forecasts for the complete sector must be stored 

back to the Validated Database.  

2.7 Real-time Control2 

Water networks are generally composed of a large number of interconnected pipes, 
reservoirs, pumps, valves and other hydraulic elements which carry water to demand 

nodes from the supply areas, with specific pressure levels to provide a good service to 
consumers. The hydraulic elements in a network may be classified into two categories: 

active and passive. The active elements are those which can be operated to control the 
flow and/or the pressure of water in specific parts of the network, such as pumps, 

valves and turbines. The pipes and reservoirs are passive elements, since they receive 
the effects of the operation of the active elements, in terms of pressure and flow, but 

they cannot be directly acted upon. 

The decisions of the control systems are translated into set-points to individual, local-
ized, lower-level control systems, that optimize the pressure profile to minimize losses 

by leakage and provide sufficient pressure, e.g., for high-rise buildings.  

From the real-ǘƛƳŜ ƳƻƴƛǘƻǊƛƴƎ ǎȅǎǘŜƳΩǎ ǇŜǊǎǇŜŎǘƛǾŜΣ ǘƘŜ ŎƻƴǘǊƻƭ ŘŜŎƛǎƛƻƴǎ ŀƴŘ ǘƘŜ ƻp-
erating set-points are required to be provided to the operator. 

An important issue with such an operational control is how to operate the network 

optimally by using water sources efficiently and by minimizing operating costs, while 
satisfying water demand and quality standards. In particular, electrical energy is the 

main source of operation costs, both for water production and water elevation by 

                                                 

2
 This section describes the interaction between the Real-time Control module, which will be 

developed as part of WP2, and the Real-time Monitoring System. A detailed analysis of the 

Real-time Control module will be provided in the Effinet deliverables D2.1 and D2.2  
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pumping stations. A current practice is to pre-allocate the pumping periods of each 
station when the energy prices arranged by the contracts are the lowest possible for 
that station, making sure that expected demand is satisfied, with the help of interme-
diate water storage capacity.  

In general, reducing operational costs by taking into account varying energy prices on 
the power exchange market, possible deviations from expected water demand, and 
the condition of the physical network, in a combined and optimized way can lead to 
significant economic savings. 

In a supervisory control system for a water network, the optimal control procedure 
interacts with the real network through the SCADA (Supervisory Control and Data Ac-
quisition) system (i.e.: SCADA Database and its corresponding Validated Database).  

The following data are needed from the Validated Database: 

The demand information from the Validated Database is used to update the past-
demand record and a forecast of the demand in the next period is performed. The de-

mand forecasts are usually obtained with a horizon of the order of one day. The hourly 
data is obtained by modulation with appropriate demand patterns for each day in the 

week. These patterns could be included in the Demand Forecasting Module or in the 
Parameter database. 

¶ It must receive information about the current condition of the network (i.e.: 

hourly data), in terms of 

o water volumes in reservoirs, 

o status of pumps and valves, 

o latest demand readings, 

o pressure and/or flow readings at selected points. 

The following data are needed from the Demand Forecasting Module: 

¶ In order to compute optimal control strategies ahead of time, the optimal con-

trol procedure must contain a prediction model to generate forecasts of the 

next future demands, based on a record of a number of past values thereof. 

The following data are needed from the Parameter Database:  

¶ The optimization module must contain a hydraulic model of the water network 

acquired from the Parameter Database, which must predict the effect pro-

duced by a control action (flows / pressure through the active elements) on the 

network, in terms of:  

o water volumes in reservoirs, 

o pressure and/or flow readings at selected points. 

¶ This model should be updated by the user every time the water network struc-

ture changes (i.e.: investment and maintenance works) in order to guarantee 
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an efficient performance of the global control system. All the modules utilizing 

the system model should be notified of this change. 

Additionally, in order to generate optimal control strategies with respect to energy 
costs, stochastic models of varying electricity prices for the amount of energy pur-
chased in the day-ahead energy market should also be available either internally (i.e.: 
Real-time Control module) or externally but integrated into the EFFINET platform 
through the Parameter Database. 

In general, the optimal strategy of the control system seeks to meet the demands at 
consumer sites, but at the same time with minimum costs of operation and guarantee-
ing pre-established volumes in reservoirs (to preserve the satisfaction of future de-
mands) and stable operation of actuators (valves and pumps) and production plants. 
Mainly, the optimal control strategy is determined by flow and/or pressure values re-
lated to the active elements which are sent to the SCADA Database as set points for 
the local controllers in the remote stations that regulate the active elements. Optimi-
zation updates must be performed regularly during the day.  

The performance optimization must take into account that a number of important 
constraints (i.e.: stored in the Parameter Database) exists: 

¶ On the control variables, such as the flows across the active hydraulic ele-

ments. Pumps and valves have specific ranges of flow for correct operation. 

¶ On other variables, such as the levels in the reservoirs. These include capacity 

and operational limits on water minimum and maximum allowed levels. Similar 

constraints may be in order in the selected pipes and the pressure measure-

ment nodes. Note that the optimization can only be performed in the space of 

controls while these constraints are expressed in terms of other variables, 

which cannot be actuated directly. 

3 Sensors and Actuators 

This section discusses the different sensors and actuators which will be use within Eff-

inet.  

3.1 Hydraulic Sensors 

Hydraulic sensor data are utilized by all Effinet modules. The following types of sensors 
are considered: 

¶ Flow sensors  

o Description: These are typically installed in DMA entrances or in other 

pipes.  

o Sampling: Every 5 - 15 minutes .  
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o Communication: Dep ending on the configuration; some flow data 

may be available in real - time and other may be available once per 

day.  

o Effinet scope: Flow data will be used by the Effinet modules for model 

calibration, data validation, leakage detection and isolation, contam i-

nation detection and isolation, real - time control, demand forecasting.  

¶ Pressure sensors  

o Description: These are typically installed in DMA entrances or in other  

locations .  

o Sampling: Every 5 - 15 minutes.  

o Communication: Depending on the configuration; some pr essure data 

may be available in real - time and other may be available once per 

day.  

o Effinet scope: Pressure data will be used by the Effinet modules for 

model calibration, data validation, leakage detection and isolation, 

contamination detection and isolati on, real - time control.  

¶ AMR/AMI sensors  

o Description: AMR /AMI  sensors are comprised of flow sensors  and are 

typically used  for billing purposes by the water utilities,  as well as  for 

moni toring consumer demands in real - time. The AMR/AMI sensors 

transmit  water usage  data through Access Points which forward the 

demand data to the water utility.  

o Sampling:  Every 5 - 15 minutes  

o Communication: Typically AMR/AMI solutions utilize their own ne t-

work which is built as an wireless network  or a mesh network .  

o Effinet scope: AMR/AMI demand f low data will be used by the Effinet 

modules for data validation, leakage detection and isolation, conta m-

ination detection and isolation, real - time control, demand forecas t-

ing.  In specific, the AMR/AMI data will allow for more accura te h y-

draulic models which will reduce the uncertainty.  

¶ Water Level Sensors  

o Description: Sensors for measuring the water level in tanks   

o Sampling:  Every 5 - 15 minutes  

o Communication: Typically water levels are linked to the SCADA sy s-

tem and it is possible to retrieve this information in real - time  
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o Effinet scope: Water - level data will be used by the Effinet modules 

for model calibration, data validation, leakage detection and isolation, 

contamination detection and isolation, real - time control, demand 

forecast ing.  

3.2 Hydraulic Actuators 

¶ Pumps  

o Description: Pumps add energy into the water system to sustain 

pressure    

o Communication: Typically pumps are linked to the SCADA system 

and it is possible to control their operation real - time. Flow/pressure 

sensors are used to measure the control output.  

o Effinet scope: Pump information is required  for constructing the ne t-

work models, as well as the control signals, for the  data validation,  

and  real - time control.  

¶ Valves  

o Description: Valves are used to regulate flows and press ures within 

the water distribution system. At DMA entrances, typically Pressure 

Reduction Valves (PRV) are used to reduce the pressure within the 

DMA. PRVs may have a constant set - point, or they may be controlled 

to regulate pressure at a critical point in  the network.  

o Communication: PRV valves are typically connected to the SCADA 

network or to a different communication network, depending on the 

configuration.  

o Effinet scope: Valve information is required for constructing the ne t-

work models  as well as the control signals, for the  data validation, 

and real - time control.  

3.3 Quality Sensors 

¶ Chlorine , pH, Conductivity, Temperature  

o Description: Water quality sensors measure a range of different w a-

ter quality parameters, such as Chlorine concentrati on, pH, condu c-

tivity and temperature  

o Sampling:  Every 5 - 15 minutes  

o Communication: Water quality sensors communicate through the 

SCADA system or through a different communication network .  
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o Effinet scope: Water quality data will be used by the contamination 

de tection and isolation module, for detecting abnormal changers in 

water quality which may be caused by a certain contamination event.  

3.4 Quality Actuators 

¶ Chlorine boosters  

o Description: Stations for injecting chlorine into the system for disi n-

fection purposes,  in order to guarantee a detectable residual 

throughout the network. Ty pically this is located at tank inlets .   

o Communication: Chlorine boosters may operate autonomously with 

the objective of providing a constant chlorine mass into the system, 

or they may  be linked with the SCADA system.   

o Effinet scope: Chlorine booster actions will not be affected by the Ef f-

inet modules, however the information regarding the disinfectant 

mass setpoint should be available.  

 

4 Case Studies 

4.1 Barcelona Network 

The Barcelona water network is managed by SGAB, the water company of Barcelona. 

This water network not only supplies water to Barcelona city but also to the metropoli-
tan area, with a population of approx. 3 million. Since 1976, the network has a central-

ized telecontrol system, organized in a two-level architecture. At the upper level a su-
pervisory control system installed in the control center of SGAB is in charge of the stra-

tegic control of the whole network by taking into account operational constraints and 
consumer demands and providing the set points for the lower-level control system. 

The Barcelona water distribution Network supplies 212 hm3 (cubic hectometers) to 23 
municipalities in the metropolitan area of Barcelona.  

The network is composed by 4.574 km of pipe, 65 pumping stations and 72 water 

tanks with a water storage capacity up to 250.542 m3. The network is segmented into 
117 pressure floors, and 214 District Metered Areas (DMAs).  

Measurements 

¶ 600 network pressure sensors 

¶ 450 flow meters 

¶ 200 on-line chlorine analyzers 

Software Tools 

¶ GIS: Smallworld (General Electric Energy) 
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¶ Hydraulic model: Piccolo (SAFEGE) 

¶ Water quality model: Piccolo (SAFEGE) 

¶ SCADA: Transport network (SCABAR, Agbar), 

¶ Distribution network (Topkapi, AREAL) 

¶ Asset management/maintenance: SAP 

 

Figure 6Υ .ŀǊŎŜƭƻƴŀΩǎ ǿŀǘŜǊ ǘǊŀƴǎǇƻǊǘ ƴŜǘǿƻǊƪ 
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Figure 7Υ [ƛƳŀǎǎƻƭΩǎ ǿŀǘŜǊ ǘǊŀƴǎǇƻǊǘ ƴŜǘǿƻǊƪ 
 

4.2 Limassol Network 

The Water Board of Lemesos (WBL) was established in 1951 and is a semi-government, 
non-profit organization for potable water distribution. It serves an area of 100km2 and 
supplies water to 84.500 properties and a population of approximately 170.000, 
through 960 kilometres of water mains. Most of the population served live in urban 
areas. Annual water supply is 14 million m3 and average daily water supply is 38,000 
m3. There are 25 reservoirs of 63,000 m3 total storage capacity in the water supply 
network, with elevation from 0 to 430 m. The network is segmented into 9 pressure 
zones and 72 District Metered Areas (DMAs).  

Distribution of water to DMAs is gravity-driven from the service storage reservoirs 
through dedicated ductile iron trunk mains. Each pressure zone has its own dedicated 
storage reservoir supplying the DMAs within the specific pressure zone. Each DMA has 
a single feeding point, which is metered. With this arrangement it is possible to carry 
out a water balance between the storage reservoir outlet meters and the DMA meters. 
The DMAs vary in size from 50 properties to 6.800 although the average size being 
approximately 1400 properties. Distribution main diameters within the DMAs vary 
between 100mm and 250mm and where possible, interconnecting ring systems within 
the DMAs have been formed to minimize head loss at peak demands.  
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Figure 8: Map of Limassol segmented into DMAs 

 

WBL runs SCADA systems for the control and monitoring of the reservoirs and the 
DMAs. One on-line system with 14 Remote Terminal Units (RTUs) is controlling most of 
the reservoirs. Another system with 50 stand-alone RTUs monitors the DMAs.  

The SCADA system that monitors the DMAs is based on the TBox RTUs and TView 
Software. TBox RTUs are programmable controllers with logging and multi communi-
cation capabilities. They are configured to run independently, to: 

¶ Log every 5 minutes the flow, pressure, daily demand and any other necessary 

parameter at each DMA or Reservoir. 

¶ Send every day via email a report with all the logged data and  

¶ Send alarm notifications to selected mobile phones (SMS) or email accounts. 

Alarm notifications are for: high / low pressure, high minimum night flow, no 

flow, excessive flow, low RTU battery, RTU intrusion. 
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Figure 9: A Remote Terminal Unit at a DMA entrance 

 

TView software collects, archives and visualizes the data from TBox RTUs. TView open 
the email attachments from each RTU or call the RTU and download the stored data 
and archive it on a database. Graphs are produced to visualize the collected data.  

 

Figure 10: Pressure (red), Flows (blue) and Daily Consumption volume (black) in a DMA 

 

Pressure management 

One of the main concerns of WBL is pressure management. Since pressure is one of 

the most important factors affecting leakage and burst frequency, WBL try to maintain 
the pressure in the network as low as possible. The minimum level of service is set to 

20 m of pressure at the critical point of the network (DMAs). Therefore the network is 




















